Chapter 14 - Multiple Regression Analysis

Chapter 14
Multiple Regression Analysis

1.
a.
Multiple regression equation


b.
the Y-intercept


c.
$374,748 found by 
[image: image49.wmf]-0.8
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2.
a.
Multiple regression equation


b.
One dependent, four independent


c.
A regression coefficient


d.
0.002


e.
105.014, found by 
[image: image2.wmf]ˆ

Y

 = 11.6 + 0.4(6) + 0.286(280) + 0.112(97) + 0.002(35) (LO 1)
3.
a.
497.736, found by 
[image: image3.wmf]ˆ

Y

 = 16.24 + 0.017(18) + 0.0028(26,500) + 42(3) + 0.0012(156,000) + 0.19(141) + 26.8(2.5)


b.
Two more social activities. Income added only 28 to the index; social activities added 53.6. (LO 1)
4.
a.
30.69 cubic feet


b.
A decrease of 1.86 cubic feet, down to 28.83 cubic feet.


c.
Yes, logically, as the amount of insulation increases and outdoor temperature increases, the consumption of natural gas decreases. (LO 1)
5.
a.
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95% of the residuals will be between ±6.136, found by 2(3.068)


b.
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The independent variables explain 11.8% of the variation.


c.
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 (LO 3)
6.
a.
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95% of the residuals will be between ±15.17, found by 2(7.59)


b.

[image: image8.wmf]584

.

38

.

6357

3710

2

=

=

=

SStotal

SSR

R




The independent variables explain 58.4% of the variation.


c.
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7.
a.
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b.
90.0674, found by Y^ = 84.998+2.391(4)-0.4086(11)


c.
n = 65 and k = 2


d.
 Ho: (1 = (2 = 0

H1: Not all (‘s are 0

Reject Ho if F > 3.15



F = 4.14 Reject Ho. Not all net regression coefficients equal zero.


e.
 For X1

for X2




Ho: (1 = 0
Ho: (2 = 0



H1: (1 ( 0
H1: (2 ( 0



t = 1.99

t = -2.38



Reject Ho if t > 2.0 or t < (2.0



Delete variable 1 and keep 2

f.
The regression analysis should be repeated with only X2 as the independent variable. (LO 2, LO 4)
8.
a. 
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b 
n = 52 and k = 5


c.
Ho: (1 = (2 = (3 = (4 = (5 = 0

H1: Not all (‘s are 0




Reject Ho if F > 2.417
Since the computed value of F is 12.89, reject Ho.

 Not all of the regression coefficients are zero.

d.
For X1

for X2

for X3

for X4

for X5


Ho: (1 = 0
Ho: (2 = 0
Ho: (3 = 0
Ho: (4 = 0
Ho: (5 = 0



H1: (1 ( 0
H1: (2 ( 0
H1: (3 ( 0
H1: (4 ( 0
H1: (5 ( 0



t = 3.92

t = (2.27
t = -1.61
t = 3.69

t = -1.62



Reject Ho if t > 2.013 or t < (2.013. Consider eliminating variables 3 and 5.


e.
Delete variable 3 then rerun. Perhaps you will delete variable 5 also. (LO 2, LO 4)
9.
 a.
 The regression equation is: Performance = 29.3 + 5.22 Aptitude + 22.1 Union

Predictor Coef 
SE Coef
T
P

Constant
29.28
 12.77
2.29
0.041

Aptitude
5.222
1.702
3.07
0.010

Union
22.135
8.852
2.50
0.028

S = 16.9166 R-Sq = 53.3% R-Sq(adj) = 45.5%

Analysis of Variance

Source
DF
SS
MS
F
P

Regression
 2
3919.3
1959.6
6.85
0.010

Residual Error
12
3434.0
286.2

Total 
14
7353.3

b.
These variables are effective in predicting performance. They explain 45.5 percent of the variation in performance. In particular union membership increases the typical performance by 22.1.

c.
Ho: (2 = 0

H1: (2 ( 0
Reject Ho if t < ( 2.1788 or t > 2.1788
Since 2.50 is greater than 2.1788 we reject the null hypothesis and conclude that union membership is significant and should be included. (LO 1, LO 5, LO 9)
10.
The number of family members would enter first. None of the other variables is significant.

Response is Size on 4 predictors, with N = 10

Step 1 
2

Constant 1271.6 712.7

Family 541 372

T-Value 6.12 3.59

P-Value 0.000 0.009

Income 12.1

T-Value 2.26

P-Value 0.059

S 336 
273

R-Sq 82.42 
89.82

R-Sq(adj) 80.22 
 86.92 (LO 1, LO 10)
11.
a.
n = 40

b.
4

c.
R2 = 750/1250 = 0.60

d.
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e.
Ho: (1 = (2 = (3 = (4 = 0
H1: Not all(‘s equal 0


Ho is rejected if F > 2.641
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Ho is rejected. At least one (I does not equal zero. (LO 2, LO 3, LO 4)
12.
Ho: (1 = 0
Ho: (2 = 0

H1: (1 ( 0
H1: (2 ( 0

Ho is rejected if t < (2.074 or t > 2.074
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The second variable can be deleted. (LO 5)
13.
a.
n = 26

b.
R2 = 100/140 = 0.7143
c.
1.4142, found by 
[image: image16.wmf]2



d.
Ho: (1 = (2 = (3 = (4 = (5 = 0
H1: Not all (‘s are 0
Reject Ho if F > 2.71


Computed F = 10.0. Reject Ho. At least one regression coefficient is not zero.

e.
Ho is rejected in each case if t < (2.086 or t > 2.086.
 X1 and X5 should be dropped. (LO 2, LO 3, LO 4, LO 5)
14.
Ho: (1 = (2 = (3 = (4 = (5 = 0

H1: Not all (‘s equal zero.

df1 = 5

df2 = 20 – (5 + 1) = 14, so Ho is rejected if F > 2.96

Source
 SS
 df
MSE
F

Regression
448.28
 5
89.656
17.58

Error

 71.40
 14
5.10

Total

 519.68
 19

So Ho is rejected. Not all the regression coefficients equal zero. (LO 4)
15.
a.
$28,000

b.
0.5809 found by 
[image: image17.wmf]2
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c.
9.199 found by 
[image: image18.wmf]84.62



d.
Ho is rejected if F > 2.97 (approximately) Computed F = 1016.67/84.62 = 12.01
Ho is rejected. At least one regression coefficient is not zero.

e.
If computed t is to the left of (2.056 or to the right of 2.056, the null hypothesis in each of these cases is rejected. Computed t for X2 and X3 exceed the critical value. Thus, “population” and “advertising expenses” should be retained and “number of competitors,” X1 dropped. (LO 1, LO 3, LO 4, LO 5)
16.
a.
The strongest relationship is between sales and income (0.964). A problem could occur if both “cars” and “outlets” are part of the final solution. Also, outlets and income are strongly correlated (0.825). This is called multicollinearity.

b.
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c.
Ho is rejected. At least one regression coefficient is not zero. The computed value of F is 140.42.

d.
Delete “outlets” and “bosses”. Critical values are (2.776 and 2.776

e.
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There was little change in the coefficient of determination

f.
The normality assumption appears reasonable.

g.
There is nothing unusual about the plots. (LO 4, LO 5, LO 6, LO 7)
17.
a.
The strongest correlation is between GPA and legal. No problem with multicollinearity.
b.
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c.
Ho is rejected if F > 5.41


F = 1.4532/0.1407 = 10.328 At least one coefficient is not zero.

d.
Any Ho is rejected if t < (2.571 or t > 2.571. It appears that only GPA is significant. Verbal and math could be eliminated.

e.
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R2 has only been reduced 0.0303

f.
The residuals appear slightly skewed (positive), but acceptable.

g.
There does not seem to be a problem with the plot. (LO 4, LO 5, LO 6, LO 7)
18.
a.
The correlation matrix is:



Salary
Years
Rating



Years
0.868



Rating
0.547
0.187



Master
0.311
0.208
0.458



Years has the strongest correlation with salary. There does not appear to be a problem with multicollinearity.


b.
The regression equation is: 
[image: image23.wmf]ˆ

Y

 = 19.92 + 0.899X1 + 0.154X2 ( 0.67 X3



[image: image24.wmf]ˆ

Y

 = 33.655 or $33,655


c.
Ho is rejected if F > 3.24 Computed F = 301.06/5.71 = 52.72



Ho is rejected. At least one regression coefficient is not zero.


d.
A regression coefficient is dropped if computed t is to the left of (2.120 or right of 2.120. Keep “years” and “rating”; drop “masters.”


e.
Dropping “masters”, we have:



Salary = 20.1157 + 0.8926(years) + 0.1464(rating)


f.
The stem and leaf display and the histogram revealed no problem with the assumption of normality. Again using MINITAB:



Midpoint
Count



(4
1 *



(3
1 *



(2
3 * * *



(1
3 * * *



0
4 * * * *



1
4 * * * *


2
0



3
3 * * *



4
0



5
1 *

g.
There does not appear to be a pattern to the residuals according to the following MINITAB plot. (LO 4, LO 5, LO 6, LO 7)
[image: image1.wmf]ˆ

Y

19.
a.
The correlation of Screen and Price is 0.893. So there does appear to be a linear 
relationship between the two.

b.
Price is the “dependent” variable.

c.
The regression equation is Price = –2484 + 101 Screen. For each inch increase in screen size, the price increases $101 on average.
d.
Using “dummy” indicator variables for Sharp and Sony, the regression equation is


Price = –2308 + 94.1 Screen + 15 Manufacturer Sharp + 381 Manufacturer Sony

Sharp can obtain on average $15 more than Samsung and Sony can collect an additional benefit of $381.
e. 
Here is some of the output.
Predictor Coef SE Coef T P

Constant -2308.2 492.0 -4.69 0.000

Screen 94.12 10.83 8.69 0.000

Manufacturer_Sharp 15.1 171.6 0.09 0.931

Manufacturer_Sony 381.4 168.8 2.26 0.036

The p-value for Sharp is relatively large. A test of their coefficient would not be rejected. That means they may not have any real advantage over Samsung. On the other hand, the p-value for the Sony coefficient is quite small. That indicates that it did not happen by chance and there is some real advantage to Sony over Samsung.


f.
A histogram of the residuals indicates they follow a normal distribution.
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g.
The residual variation may be increasing for larger fitted values.
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(LO 1, LO 5, LO 6, LO 8)
20. 
a.
The correlation of Income and Median Age = 0.721. So there does appear to be a 
linear relationship between the two.

b.
Income is the “dependent” variable.

c.
The regression equation is Income = 22805 + 362 Median Age. For each year 


increase in age, the income increases $362 on average.

d.
Using an indicator variable for a coastal county, the regression equation is
Income = 29619 + 137 Median Age + 10640 Coastal.

That changes the estimated effect of an additional year of age to $137 and the effect of living in the coastal area as adding $10,640 to income.


e.
Notice the p-values are virtually zero on the output following. That indicates both 

variables are significant influences on income


Predictor Coef SE Coef T P


Constant 29619.2 0.3 90269.67 0.000


Median Age 136.887 0.008 18058.14 0.000


Coastal 10639.7 0.2 54546.92 0.000

f.
A histogram of the residuals is close to a normal distribution.
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g
The variation is about the same across the different fitted values.
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(LO 1, LO 5, LO 6, LO 8)
21. 
a.
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Sales seem to fall with the number of competitors and rise with the number of accounts and potential.

b.
Pearson correlations
 


Sales

Advertising
Accounts
Competitors
Advertising 0.159

Accounts 0.783 
0.173

Competitors -0.833 
-0.038 
-0.324

Potential 
0.407 
-0.071 
0.468 
-0.202

The number of accounts and the market potential are moderately correlated.

c.
The regression equation is

Sales = 178 + 1.81 Advertising + 3.32 Accounts - 21.2 Competitors + 0.325 Potential

Predictor Coef 
 SE Coef 
T 
P

Constant 
178.32
12.96
13.76 
0.000

Advertising
1.807
1.081
1.67 
0.109

Accounts
3.3178
0.1629
20.37 
0.000

Competitors
-21.1850
0.7879
-26.89
0.000

Potential
0.3245
0.4678
0.69
0.495

S = 9.60441 R-Sq = 98.9% R-Sq(adj) = 98.7%

Analysis of Variance

Source 
 DF SS 
 MS 
 F 
 P

Regression
4
176777
44194
479.10
0.000

Residual Error
21
1937
92

Total
25
178714
The computed F value is quite large. So we can reject the null hypothesis that all of the regression coefficients are zero. We conclude that some of the independent variables are effective in explaining sales.

d.
Market potential and advertising have large p-values (0.495 and 0.109, respectively). You would probably drop them.

e.
If you omit potential, the regression equation is

Sales = 180 + 1.68 Advertising + 3.37 Accounts - 21.2 Competitors

Predictor Coef SE Coef T P

Constant
179.84
12.62
14.25
0.000

Advertising
1.677
1.052
1.59
0.125

Accounts
3.3694
0.1432
23.52
0.000

Competitors
-21.2165
0.7773
-27.30
0.000

Now advertising is not significant. That would also lead you to cut out the advertising variable and report the polished regression equation is:

 

Sales = 187 + 3.41 Accounts - 21.2 Competitors.

Predictor Coef 
 SE Coef 
T 
 P

Constant
186.69
12.26
15.23
0.000

Accounts
3.4081
0.1458
23.37
0.000

Competitors
-21.1930
0.8028
-26.40
0.000

f. 
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The histogram looks to be normal. There are no problems shown in this plot.


g.
The variance inflation factor for both variables is 1.1. They are less than 10. There are no troubles as this value indicates the independent variables are not strongly correlated with each other. (LO 4, LO 5, LO 6, LO 7, LO 9)
22.
a.

[image: image31.wmf]ˆ

Y

= (5.7328 + 0.00754X1 + 0.0509X2 + 1.0974X3

b.
Ho: (1 = (2 = (3 = 0

Hi: Not all (I’s = 0
Reject Ho if F > 3.07
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c.
All coefficients are significant. Do not delete any.


d.
The residuals appear to be random. No problem.
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e.
The histogram appears to be normal. No problem.



Histogram of Residual N = 25



Midpoint
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23.
The computer output is:


Predictor
Coef
Stdev
t-ratio
P


Constant
651.9
345.3
1.89
0.071


Service

13.422
5.125
2.62
0.015


Age

(6.710
6.349
(1.06
0.301


Gender

205.65
90.27
2.28
0.032


Job

(33.45
89.55
(0.37
0.712


Analysis of Variance


Source

DF
SS

MS

F
p


Regression
4
1066830
266708

4.77
0.005


Error

25
1398651
55946


Total

29
2465481

a.

[image: image33.wmf]ˆ

Y

= 651.9 + 13.422X1 (6.710X2 + 205.65X3 ( 33.45X4

b.
R2 = 0.433, which is somewhat low for this type of study.


c.
Ho: (1 = (2 = (3 = (4 = 0
Hi: Not all (I’s = 0
Reject Ho if F > 2.76
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Ho is rejected. Not all the (i’s equal zero.


d.
Using the 0.05 significance level, reject the hypothesis that the regression coefficient is 0 if t < (2.060 or t > 2.060. Service and gender should remain in the analyses, age and job should be dropped.


e.
Following is the computer output using the independent variable service and gender.



Predictor
Coef
Stdev
t-ratio
P


Constant
784.2
316.8
2.48
0.020



Service
9.021
3.106
2.90
0.007



Gender
224.41
87.35
2.57
0.016




Analysis of Variance



Source
DF
SS
MS
F
p



Regression
2
998779
499389
9.19
0.001



Error
27
1466703
54322



Total
29
2465481



A man earns $224 more per month than a woman. The difference between technical and clerical jobs in not significant. (LO 1, LO 4, LO 5, LO 6)
24.
a.
The correlation matrix is:



Food
Income



Income
0.156



Size
0.876
(0.098



Income and size are not related. There is no multicollinearity.


b.
The regression equation is: Food = 2.84 + 0.00613 Income + 0.425 Size. Another dollar of income leads to an increased food bill of 0.6 cents. Another member of the family adds $425 to the food bill.




c.
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To conduct the global test: Ho: = 
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 versus H1: Not all (i’s = 0



At the 0.05 significance level, Ho is rejected if F > 3.44.



Source
DF
SS
MS
F
p



Regression
2
18.4095
9.2048
52.14
0.000



Error
22
3.8840
0.1765



Total
24
22.2935



The computed value of F is 52.14, so Ho is rejected. Some of the regression coefficients and R2 are not zero.


d.
Since the p-values are less than 0.05, there is no need to delete variables.



Predictor
Coef
SE Coef
T
P


Constant
2.8436
0.2618
10.86
0.000



Income
0.006129
0.002250
2.72
0.012



Size
0.42476
0.04222
10.06
0.000

e.
The residuals appear normally distributed.
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f.
The variance is the same as we move from small values to large. So there is no homoscedasticity problem.
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(LO 1, LO 3, LO 4, LO 5)
25.
a.
The regression equation is P/E = 29.9 – 5.32 EPS + 1.45 Yield.


b.
Here is part of the software output:

Predictor
Coef
 SE Coef
 T
 P

Constant
29.913
5.767
5.19
0.000

EPS
–5.324
1.634
–3.26
0.005

Yield
1.449
1.798
0.81
0.431

Thus EPS has a significant relationship with P/E while Yield does not.

c.
As EPS increase by one, P/E decreases by 5.324 and when Yield increases by one, P/E increases by 1.449.

d.
The second stock has a residual of -18.43, signifying that it’s fitted P/E is around 21.

e.
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The distribution of residuals may show a negative skewed.

f.
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There does not appear to any problem with homoscedasticity.


g.
The correlation matrix is

P/E
 EPS


EPS
–0.602


Yield
0.054
0.162
The correlation between the independent variables is 0.162. That is not multicollinearity. (LO 1, LO 3, LO 6, LO 7)
26. 
a.
The regression equation is

Tip = - 0.586 + 0.0985 Bill + 0.598 Diners

Predictor Coef 
SE Coef 
T 
 P 
 VIF

Constant
-0.5860
0.3952
-1.48
0.150

Bill
0.09852
0.02083
4.73
0.000
3.6

Diners
0.5980
0.2322
2.58
0.016
3.6

Another diner on average adds $.60 to the tip.

b.
Analysis of Variance

Source 
DF
 SS
 MS
F
 P

Regression
2
112.596
56.298
89.96
0.000

Residual Error
27
16.898
0.626

Total
29
129.494

The F value is quite large and the p value is extremely small. So we can reject a null hypothesis that all the regression coefficients are zero and conclude that at least one of the independent variables is significant.

c.
The null hypothesis is that the coefficient is zero in the individual test. It would be rejected if t is less than -2.05183 or more than 2.05183. In this case they are both larger than the critical value of 2.0518. Thus, neither should be removed.

d. 
The coefficient of determination is 0.87, found by 112.596/129.494.

e.
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The residuals are approximately normally distributed.
f.
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The residuals look random. (LO 1, LO 6, LO 7)
27. 
a.
The regression equation is
Sales = 1.02 + 0.0829 Infomercials

Predictor
 Coef
SE Coef
 T
P

Constant
1.0188
0.3105
3.28
0.006
Infomercials
0.08291
0.01680
4.94
0.000

S = 0.308675

R-sq = 65.2%

R-sq(adj) = 62.5%

Analysis of Variance

Source
DF
 SS
MS
F
 P

Regression
1
2.3214
2.3214
24.36
0.000

Residual Error
13
1.2386
0.0953
Total
14
3.5600
The global test on F demonstrates there is a substantial connection between sales and the number of commercials.

b.



[image: image43.wmf]R

e

s

i

d

u

a

l

F

r

e

q

u

e

n

c

y

0

.

4

0

.

2

0

.

0

-

0

.

2

-

0

.

4

3

.

0

2

.

5

2

.

0

1

.

5

1

.

0

0

.

5

0

.

0

H

i

s

t

o

g

r

a

m

 

o

f

 

t

h

e

 

R

e

s

i

d

u

a

l

s

(

r

e

s

p

o

n

s

e

 

i

s

 

S

a

l

e

s

)


The residuals are close to normally distributed. (LO 1, LO 3, LO 4, LO 5, LO 6)
28. 
a.
The regression equation is: Fall = 1.72 + 0.762 July

Predictor
Coef
SE Coef

T
P

Constant
1.721
1.123
1.53
0.149

July
0.7618
0.1186
6.42
0.000

Analysis of Variance

Source
 DF
 SS
MS
F
P

Regression
1
36.677
36.677
41.25
0.000

Residual Error
13
11.559
0.889

Total
14
48.236

The global F test demonstrates there is a substantial connection between attendance at the Fall Festival and the fireworks.

b.
The Durbin-Watson statistic is 1.613. There is no problem with autocorrelation.
(LO 1, LO 6, LO 7)
29.
The computer output is as follows:


Predictor
Coef
StDev
T
P


Constant
57.03
39.99
1.43
0.157


Bedrooms
7.118
2.551
2.79
0.006


Size
0.03800
0.01468
2.59
0.011


Pool
–18.321
6.999
–2.62
0.010


Distance
–0.9295
0.7279
(1.28
0.205


Garage
35.810
7.638
4.69
0.000


Baths
23.315
9.025
2.58
0.011


s = 33.21
R-sq = 53.2%

R-sq (adj) = 50.3%


Analysis of Variance


Source
DF
SS
MS
F
P


Regression
6
122676
20446
18.54
0.000


Error
98
108092
1103


Total
104
230768

a.
The regression equation is: Price = 57.0 + 7.12 Bedrooms + 0.0380 Size – 18.3 Pool (0.929 Distance + 35.8 Garage + 23.3 Baths. Each additional bedroom adds about $7000 to the selling price, each additional square foot of space in the house adds $38 to the selling price, each additional mile the home is from the center of the city lowers the selling price about $900, a pool lowers the selling price $18,300, an attached garage adds and additional $35,800 to the selling price as does another bathroom $23,300.

b.
The R-square value is 0.532. The variation in the six independent variables explains somewhat more than half of the variation in the selling price.

c.

The correlation matrix is as follows:


Price
Bedrooms
Size
Pool
Distance
Garage


Bedrooms
0.467


Size
0.371
0.383


Pool
–0.294
–0.005
–0.201


Distance
(0.347
(0.153
(0.117
0.139


Garage
0.526
0.234
0.083
–0.114
(0.359


Baths
0.382
0.329
0.024
–0.055
(0.195
0.221

The independent variable Garage has the strongest correlation with price. Distance and price are inversely related, as expected. There does not seem to be any strong correlations among the independent variables.

d.
To conduct the global test: Ho: (1 = (2 = (3 = (4 = (5 = (6 = 0, H1: Some of the net regression coefficients do not equal zero. The null hypothesis is rejected if F > 2.25. The computed value of F is 18.54, so the null hypothesis is rejected. We conclude that all the net coefficients are equal to zero.

e.
In reviewing the individual values, the only variable that appears not to be useful is distance. The p-value is greater than 0.05. We can drop this variable and rerun the analysis.

f.
The output is as follows:


Predictor 
Coef
StDev
T
P


Constant
36.12
36.59
0.99
0.326


Bedrooms
7.169
2.559
2.80
0.006


Size
0.03919
0.01470
2.67
0.009


Pool
–19.110
6.994
–2.73
0.007


Garage
38.847
7.281
5.34
0.000


Baths
24.624
8.995
2.74
0.007


s = 33.32
R-sq = 52.4%

R-sq (adj) = 50.0%


Analysis of Variance


Source
DF
SS
MS
F
P


Regression
5
120877
24175
21.78
0.000


Error
99
109890
1110


Total
104
230768

In this solution observe that the p-value for the Global test is less than 0.05 and the p-values for each of the independent variables are also all less than 0.05. The R-square value is 0.524, so it did not change much when the independent variable distance was dropped

g.
The following histogram was developed using the residuals from part f. The normality assumption is reasonable.


Histogram of Residuals
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h.
The following scatter diagram is based on the residuals in part f. There does not seem to be any pattern to the plotted data. (LO 9)
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30.
a.
The regression equation is: Wins = 39.7 + 392 BA + 0.0189 SB – 0.0991 


Errors – 17.0 ERA + 0.115 HR + 0.07 League AL

 
For each additional “point” that the team batting average increases, the number of wins goes up by 0.392. Each stolen base adds 0.0189 to average wins. Each error lowers the average number of wins by 0.0991. An increase of one on the ERA decreases the number of wins by 17.0. Each home run adds 0.115 wins. Playing in the American League raises the number of wins by 0.07.


b.
R-Sq is 0.866, found by 3041/3512. Eighty-seven percent of the variation in the number of wins is accounted for by these six variables.


c.

The correlation matrix is as follows:

 


Wins BA SB 
Errors ERA HR



BA 0.461



SB 0.034 -0.176



Errors -0.634 -0.166 -0.133



ERA -0.681 0.058 -0.203 0.480



HR 0.438 0.317 -0.308 -0.279 0.087



League_AL 0.049 0.224 0.270 -0.016 0.145 0.114

Errors and ERA have the strongest correlation with winning. Stolen bases and league have the weakest correlation with winning. The highest correlation among the independent variables is 0.480. So multicollinearity does not appear to be a problem.

d.
To conduct the global test: Ho: (1 = (2 =…= (6 = 0, H1: Not all (I’s = 0



At the 0.05 significance level, Ho is rejected if F > 2.528.

Source
DF
SS
MS

F
P



Regression 6 3041.15 
506.86 24.76 
0.000



Residual Error 23 470.85 
20.47



Total 29 3512.00


Since the p-value is virtually zero. You can reject the null hypothesis that all of the net regression coefficients are zero and conclude at least one of the variables has a significant relationship to winning.
e.
League would be deleted first because of its large p-value.



Predictor Coef SE Coef T P



Constant 39.71 25.66 1.55 0.135



BA 392.36 89.14 4.40 0.000



SB 0.01892 0.03180 0.60 0.558



Errors -0.09910 0.06026 -1.64 0.114



ERA -16.976 2.417 -7.02 0.000



HR 0.11451 0.02971 3.85 0.001



League_AL 0.071 1.859 0.04 0.970

The p-values for stolen bases, errors and league are large. Think about deleting these variables.


f.
The reduced regression equation is:


Wins = 36.2 + 406 BA - 19.3 ERA + 0.125 HR

g.
The residuals are normally distributed.
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h. 
This plot appears to be random and to have a constant variance.
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(LO 1, LO 4, LO 5, LO 6, LO 7, LO 10)

31.
a.
The regression equation is: 
Maintenance = 102 + 5.94 Age + 0.374 Miles – 11.8 GasolineIndicator

Each additional year of age adds $5.94 to upkeep cost. Every extra mile adds $0.374 to maintenance total. Gasoline buses are cheaper to maintain than diesel by $11.80 per year.

b.
The coefficient of determination is 0.286, found by 65135/227692. Twenty nine percent of the variation in maintenance cost is explained by these variables.


c.
The correlation matrix is:

 


 Maintenance Age Miles



Age 0.465



Miles 0.450 0.522



GasolineIndicato -0.118 -0.068 0.025

Age and Miles both have moderately strong correlations with maintenance cost. The highest correlation among the independent variables is 0.522 between Age and Miles. That is smaller than 0.70 so multicollinearity may not be a problem.


d. 
Analysis of Variance



Source DF SS MS F P



Regression 3 65135 21712 10.15 0.000



Residual Error 76 162558 2139



Total 79 227692

The p-value is zero. Reject the null hypothesis of all coefficients being zero and say at least one is important.


e.
Predictor Coef SE Coef T P



Constant 102.3 112.9 0.91 0.368



Age 5.939 2.227 2.67 0.009



Miles 0.3740 0.1450 2.58 0.012



GasolineIndicator -11.80 10.99 -1.07 0.286



The p-value the gasoline indicator is bigger than 0.l0. Consider deleting it.


f.
The condensed regression equation is Maintenance = 106 + 6.17 Age + 0.363 Miles


g.
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The normality conjecture appears realistic.


h.
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This plot appears to be random and to have a constant variance.

(LO 1, LO 4, LO 5, LO 6, LO 7, LO 10)
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		 0.99995 0) (-0.99995 0.99995 0) (-0.99995 -0.99995 0)))))))
	  (Segment "data box" (
	    (Visibility "faces=off")
	    (Color_By_Index "Face" 1)
	    (Color_By_Index "Face Contrast,Line,Edge" 1)
	    (Edge_Pattern  "---")
	    (Edge_Weight 1)
	    (Face_Pattern "/")
	    (Line_Pattern  "---")
	    (Line_Weight 1)
	    (User_Options "ldfill=1,solidfill=1")
	    (Segment "" (
	      (Polygon ((-0.679966 -0.59997 0) (0.79996 -0.59997 0) (0.79996 
		 0.59997 0) (-0.679966 0.59997 0) (-0.679966 -0.59997 0)))))))
	  (Segment "legend box" ())
	  (Segment "legend" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (User_Options "viewinfigurecoord=1")
	    (Front ((Segment "symbol1" ())))))))))
      (Segment "object" (
	(Front ((Segment "frame" (
	    (Window_Pattern "clear")
	    (Window -1 1 -1 1)
	    (Front ((Segment "tick" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.02863 sru")
		    (Segment "" (
		      (Text 0.674952 -0.653967 0 "7")))
		    (Segment "" (
		      (Text 0.295747 -0.653967 0 "6")))
		    (Segment "" (
		      (Text -0.0834575 -0.653967 0 "5")))
		    (Segment "" (
		      (Text -0.462662 -0.653967 0 "4")))
		    (Segment "major" (
		      (Segment "" (
			(Front ((Polyline ((0.674952 -0.59997 0) (0.674952 
			     -0.639968 0)))))))
		      (Segment "" (
			(Front ((Polyline ((0.295747 -0.59997 0) (0.295747 
			     -0.639968 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.0834575 -0.59997 0) (-0.0834575 
			     -0.639968 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.462662 -0.59997 0) (-0.462662 
			     -0.639968 0)))))))))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.02863 sru")
		    (Segment "" (
		      (Text -0.719964 0.579971 0 "1")))
		    (Segment "" (
		      (Text -0.719964 0 0 "0")))
		    (Segment "" (
		      (Text -0.719964 -0.579971 0 "-1")))
		    (Segment "major" (
		      (Segment "" (
			(Front ((Polyline ((-0.679966 0.579971 0) (-0.709965 
			     0.579971 0)))))))
		      (Segment "" (
			(Front ((Polyline ((-0.679966 0 0) (-0.709965 0 0))))))
		       )
		      (Segment "" (
			(Front ((Polyline ((-0.679966 -0.579971 0) (-0.709965 
			     -0.579971 0)))))))))))))))
	      (Segment "grid" ())
	      (Segment "reference" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "...")
		    (Edge_Weight 1)
		    (Line_Pattern  "...")
		    (Line_Weight 1)
		    (Text_Font "name=arial-gdi-vector,size=0.03368 sru")
		    (Segment "" (
		      (Front ((Polyline ((-0.679966 0 0) (0.79996 0 0))))))))))
		 )))
	      (Segment "axis" (
		(Front ((Segment "set1" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "^*")
		    (Text_Font "name=arial-gdi-vector,size=0.03705 sru")
		    (Segment "" (
		      (Text 0.059997 -0.751364 0 "Fitted Value")))
		    (Segment "" (
		      (Front ((Polyline ((-0.659967 -0.59997 0) (0.779961 
			   -0.59997 0)))))))))
		  (Segment "set2" (
		    (Color_By_Index "Face Contrast,Line,Text,Edge" 1)
		    (Edge_Pattern  "---")
		    (Edge_Weight 1)
		    (Line_Pattern  "---")
		    (Line_Weight 1)
		    (Text_Alignment "*>")
		    (Text_Font "name=arial-gdi-vector,size=0.03705 sru")
		    (Text_Path 6.12303e-17 1 0)
		    (Segment "" (
		      (Selectability "polygons=on!,text=off")
		      (Visibility "polygons=off")
		      (Text_Alignment "v>")
		      (Text_Path 0 1 0)
		      (User_Options "angle=90,polygon=3,linect=1,charct=8")
		      (Polygon ((-0.873707 -0.14912 0) (-0.873707 0.135583 0) (
			 -0.79143 0.135583 0) (-0.79143 -0.14912 0)))
		      (Renumber (Text -0.811999 -0.14912 0 "Residual") 1 "L")
		      (Segment "raw" (
			(Visibility "off")
			(Renumber (Text 0 0 0 "Residual") 1 "L")))))
		    (Segment "" (
		      (Front ((Polyline ((-0.679966 -0.579971 0) (-0.679966 
			   0.579971 0)))))))))))))))))
	  (Segment "data" (
	    (Window_Pattern "clear")
	    (Window -0.66 0.78 -0.58 0.58)
	    (User_Options "isdata=1,viewinfigurecoord=1")
	    (Front ((Segment "symbol1" (
		(Segment "points" (
		  (Color_By_Index "Marker" 1)
		  (Marker_Size 0.421875)
		  (Marker_Symbol "@")
		  (User_Options "canbrush=1,brushsetup=0,grouping=0")
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 25)
		    (Marker -0.0601363 -0.464099 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 24)
		    (Marker 0.372174 -0.684919 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 23)
		    (Marker -0.540672 0.208264 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 22)
		    (Marker 0.0665276 0.015379 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 21)
		    (Marker -0.712087 0.293729 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 20)
		    (Marker -0.439573 0.136311 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 19)
		    (Marker -0.879436 -0.348492 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 18)
		    (Marker -0.256536 0.508759 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 17)
		    (Marker -0.0973221 0.806442 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 16)
		    (Marker -0.207743 0.416119 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 15)
		    (Marker 0.943349 -0.569421 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 14)
		    (Marker -0.33442 0.176654 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 13)
		    (Marker 0.481407 0.307629 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 12)
		    (Marker -0.705128 -0.79943 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 11)
		    (Marker -0.217039 -0.1662 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 10)
		    (Marker -0.902096 -0.425463 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 9)
		    (Marker 0.318112 0.137686 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 8)
		    (Marker -0.21877 0.0770726 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 7)
		    (Marker -0.406454 -0.286551 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 6)
		    (Marker -0.266995 -0.0713542 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 5)
		    (Marker -0.675483 0.104237 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 4)
		    (Marker -0.943349 -0.107152 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 3)
		    (Marker -0.136264 0.64039 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 2)
		    (Marker -0.710344 0.0504317 0)))
		  (Segment "" (
		    (Color_By_Index "Marker" 4)
		    (Marker_Size 0.295312)
		    (Marker_Symbol "@")
		    (User_Value 1)
		    (Marker -0.201339 0.0439782 0)))))))))))))))
      (Segment "labels" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)))
      (Segment "annotation" (
	(Window_Pattern "clear")
	(Window -1 1 -1 1)
	(Front ((Segment "text1" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.04379 sru")
	    (Segment "" (
	      (Text 0 0.898772 0 "Residuals Versus the Fitted Values")))))
	  (Segment "text2" (
	    (Color_By_Index "Text" 1)
	    (Text_Alignment "^*")
	    (Text_Font "name=arial-gdi-vector,size=0.03031 sru")
	    (Segment "" (
	      (Text 0 0.772546 0 "(response is Food)")))))))))))))
  (Segment "annotation" (
    (Window_Pattern "clear")
    (Window -1 1 -1 1)
    (User_Options "toplayer=1")))))
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